Notes to students:        Guidance and hints for the Internal Assessment criteria



These notes will help you with your lab report when it is going to be assessed according to the 3 criteria set out in the I.B. matrix. For each criterion read the descriptor under  ‘Complete’ and keep checking back with yourself that you match this. Note there are subheadings known as ‘aspects’ for each criterion, and each of these is assessed separately. You must address all the aspects for each criterion.

Here are some extra hints and potential weaknesses to avoid:

Design    

i) Defining the problem and selecting variables

The research question must be focused and must give much more precise information than the broad theme given. It must make it clear exactly what you are going to do, naming reactants etc.

Here you must identify the variables:

Independent variable (aka manipulated variable) refers to the factor that you control and for which you set the values; the dependent variable (aka responding or measured variable) is the factor that you measure as the experiment proceeds. Control variables are factors which must be considered and kept as constant as possible during the experiment to help validate the results. (Often an analysis of the control variables may lead to identification of some systematic errors.)

ii)         Controlling variables 

Here you must clearly state how each variable that you identified above will be controlled. If a particular variable cannot be controlled,  (e.g. temperature rise in room during course of experiment),  some effort should be made to monitor its fluctuation during the experiment.

You should record full details of all the apparatus selected e.g. the size of the beaker etc.  Similarly give full details of reactant concentrations, mass, volume, time taken for each step etc. Remember the guideline that someone else should be able to reproduce your work exactly on the basis of your written report.

iii) Developing a method for collection of data

The definition of ‘sufficient relevant data’ depends on the particular experiment – but the guideline here is to anticipate the collection of sufficient data so that the research question can be suitably addressed, and an evaluation of the reliability of the data can be made. In other words there should be enough data so that the effect that the changes in the independent variable have on the dependent variable can be fully investigated, ideally by graphical means. To establish a trend line in a graph at least 5 data points are needed. For some experiments it may be necessary to take repeated measurements to calculate a mean, in others (e.g. titration) it may involve a trial run and then repeats until consistent results are obtained. Aim to include an assessment of the experimental reproducibility through replication. 
Data Collection  and processing  

i) Recording raw data

Raw data is the actual data measured (quantitative) and observed (qualitative). This must be recorded, but it’s OK if handwritten data is later converted into word-processed form. All numerical data must have units and uncertainties, which should be presented in a table with clear headings on the columns. The number of significant digits must be consistent in every reading, and in the uncertainty stated. The table should be presented to allow easy interpretation, with no data being obscure or difficult to identify. Remember the qualitative data too.

ii)       Processing raw data
This should involve some manipulation of the raw data to determine an experimental value. It may involve taking the average of several readings, doing calculations of a physical quantity from experimental data, or transforming data into a form suitable for graphical representation. It must involve more than just making a graphical representation of unprocessed data  - for example do a best–fit line graph and determine gradients. 

iii)      Presenting processed data
Your processed data must be presented in a format that leads to easy interpretation e.g. a table, graph, spreadsheet etc. Graphs must be clearly titled, with appropriate scales, labelled axes with units, and accurately plotted data points with a suitable best-fit line or curve. Avoid the common mistake of graphs that are too small. The final result must have clear SI units and the correct number of significant figures.

When the data is processed the uncertainties collected with it must also be considered. This means propagating the uncertainty through the calculation. See separate sheet. 

Conclusion and Evaluation     

i) Concluding

Make a clear statement of conclusion by using your results to answer the original aim.

If appropriate explain the outcome and compare the results with data values.

Consider the significance of systematic or random errors in justifying your conclusion, including the direction in which systematic errors might influence the results.

ii) Evaluating procedure(s) 

Here consider the design of the experiment and method of the investigation, including the precision and accuracy of the measurements. Consider what assumptions you have made in the design.

iii) Improving the investigation

Use the weaknesses identified above to guide you in suggesting improvements. These should aim to address reducing random error,  removing systematic error and obtaining greater control of variables. ‘More time” and ‘use more accurate equipment’ are not very helpful.
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Error analysis in chemistry

A large part of work in studying Chemistry is based on scientific evidence, accumulated through laboratory work. Inherent in all such work are certain assumptions and errors. An essential part of interpreting scientific data is therefore an ability to consider the extent to which a certain result may be compromised by the specific errors present. Broadly the types of error which arise in chemistry experiments are:

Systematic errors  (determinate)

· These errors are due to identifiable causes. 

· They are likely to give results which are consistently too high or consistently too low

· Sources of systematic errors can usually be identified

e.g. solubility of  a gas when collected over water

· Systematic errors can in principle be eliminated or at least ameliorated by modifications to the experiment

Random errors  (indeterminate)

· These errors generally arise from the limit of accuracy of the apparatus. 

· They arise from fluctuations that cause about half the measurements to be too high and about half to be too low. 

· Sources of random errors cannot always be identified. Possible sources:

a) observational    e.g. reading burette, judging a colour change

 b) environmental   e.g. convection currents

· Random errors can generally not be ameliorated 

· Random errors can be quantified.

The random error is equivalent to the uncertainty in measurement. This is usually given by the manufacturer of the equipment and expressed as + / - a certain value. If this information is not available, a good guideline is:

a) for analogue equipment the uncertainty =  +/- half the smallest scale division

b) for digital equipment the uncertainty =  +/- the smallest measure (the least count)

Note when the uncertainty is recorded, it should be to the same number of significant figures as the measured value.  For example a balance reading to 53.457g  +/- 0.001

Propagation of uncertainties

The overall uncertainty arising in an experiment is determined by the manner in  which the data values and their associated uncertainties are processed. This is known as propagation of uncertainties through the calculation.

The principle is that the  overall uncertainty is the sum of the absolute uncertainties.

When values are being added or subtracted, the uncertainties associated with them must be added together:

e.g.  initial temperature = 20.1     +/- 0.1 C

          final temperature = 27.9     +/- 0.1C

(   temperature change = 27.9 – 20.1    +/- 0.2C

  In experiments where values are being multiplied or divided, and / or when there are     

  several measurements made - each with its own uncertainty,  the absolute    

  uncertainties must be expressed as percentage uncertainties. These can then be added 

  together,  and finally converted back into absolute uncertainties. 

   e.g.   mass reading 5.456g  +/- 0.001     

         % uncertainty =  0.001/ 5.456  x 100  =  0.0183%

        temperature reading = 27.8C +/- 0.2C 

         % uncertainty = 0.2 / 27.8  x 100 =  0.7%

( total uncertainty = sum of  % uncertainties = 0.0183 + 0.7   =   0.72%

So if the answer is 55.8 J , then the total uncertainty = 0.72 / 100  x  55.8 = 0.40

Therefore final answer = 55.8 J   +/- 0.4

Experimental error

The difference between the experimental and theoretical results.

%  error = experimental result – theoretical result    x  100

                         theoretical result

When the final uncertainty arising from random errors is calculated, this can then be compared with the experimental error as described above. If the experimental error is larger than the total uncertainty, then random error alone cannot explain the discrepancy and systematic errors must be involved.                                                                                                                                      
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